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Abstract. One part of process mining is process discovery. A process discovery collects
the information from an event log and obtains the business process model representing
the behavior of activities based on the information. A business process model contains
activities and their relations, specifically sequential and parallel relations. In this paper,
Modified Time-based Alpha Miner algorithm, which is a modification of the Alpha Miner
algorithm is presented. The proposed algorithm considers both the sequence of activities
and time interval information from the event log to discover parallel business process
model. Time interval information from event log can be used to determine parallel gate-
way AND and OR of business process. The experimental results show that the process
models formed by parallel gateway AND and OR are able to be discovered using the pro-
posed algorithm, whereas using the same process models, the existing Alpha algorithm
determines them as a parallel gateway AND. The results also show that the proposed
algorithm needs less traces than the existing Alpha Miner to discover process models. To
evaluate the proposed algorithm and Alpha Miner, the comparison of fitness value is pre-
sented. It also clearly states that our proposed algorithm can present better results rather
than the existing Alpha Miner algorithm.
Keywords: Process mining, Process discovery, Double timestamp, Business process
model, Alpha Miner, Parallel relation, Fitness, Time interval, Activity lifespan, Gantt
chart

1. Introduction. Information systems are used by organizations or people for support-
ing decision-making or management of business processes [1]. These systems produce an
event log that represents the processed activities of business processes. However, a huge
amount of event log makes business processes difficult to be analyzed directly. A study
for analyzing business processes based on event log becomes a concern [2].

To analyze the business process, the first thing we need to have is the business process
model. The business process model is one of the main input and main output for the
tasks of process mining. The aim of the process model is to constitute a guidance for
verifying and analyzing the performance of the existing business process [3]. There are
various kind representations of the process model. Several of them are Petri Net, BPMN,
YAWL and Causal Nets. All of those representations have the same main element, i.e.,
activity and relations among them.

Activities become the first main element because the main display of the process model
is the sequences of activities that occur in the business process models. Furthermore, the
second main element is the relations between those activities. The significant difference
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of those representations is the formation of the relations. There are two kinds of relations
in a business process model, which are parallel and sequential relations. The sequential
relation is used to link one activity and another activity, whereas the parallel relation is
used to link one or more activities and other activities.

The technique to analyze the process models based on event log is known as process
mining. Process mining connects analysis in data-oriented, i.e., data mining and machine
learning and analysis in modeling processes. The aim of process mining is observing pro-
cesses based on event log. Recently, in the business area [4], environment [5], smartphone
[6], and fraud [7] have implemented process mining technique. Actually, there are three
parts of process mining, which are process discovery, conformance, and enhancement. In
this research, we focus to solve the problem in process discovery area because the most
concerned task in process mining is process discovery. A process discovery collects the
information from an event log and obtains the process model representing the behavior
of activities based on the information [8]. The main goal of process discovery is obtaining
process model which describes the real business process models [9].

In the implementation, there are several issues that appear during the process of discov-
ering correct process models. Many algorithms of process discovery are proposed. Each
proposed method focuses on handling the issues. They are divided into two categories,
which are deterministic algorithms, such as Alpha [10], Alpha+, Alpha++ [11], Alpha#,
Alpha$ and heuristics algorithms, such as Heuristics Miner [12] and Fuzzy Miner. Alpha,
Alpha+, Alpha++, Alpha# and Alpha$ algorithms are able to discover business process
models using sequential and reciprocal relation. They also distinguish parallel gateway
AND and XOR of business process model, but none of them is able to distinguish paral-
lel gateway OR of business process model. Meanwhile, the Heuristics Miner and Fuzzy
Miner algorithm use frequency of each activity to model the business process and only
distinguish parallel gateway AND and XOR.

Because of the parallel gateway OR in the business process model, we propose a modifi-
cation of the existing Alpha Miner algorithm, called Modified Time-based Alpha Miner so
that this algorithm is able to distinguish parallel gateway AND and OR in business process
models by considering both the activities and their time interval information. Modified
Time-based Alpha Miner algorithm is the extended version of the existing Alpha Miner
[10] and process model discovery based on activity lifespan [13]. In this research, start
time and end time of event log are used in the proposed algorithm so that we can take
benefit from them, especially when the activities in the event log have overlap time [2,13].
From their overlap time, we can analyze them as parallel business process.

The differences between existing Alpha Miner and our proposed algorithm are in the
determining of parallel business process and the minimum of traces in the event log
used to discover the business process. Alpha Miner classifies the sequential and parallel
relations of activities in the business process from all cases in the event log using reciprocal
relation and determines only two types of the parallel gateway relation, i.e., AND and
XOR relations. Whereas Modified Time-based Alpha Miner uses the time intervals from
event log to determine the sequential and parallel relations of activities in the business
process and determine three types of the parallel gateway relation, which are AND, OR
and XOR relations. If the timestamp in the event log overlaps, then the relation of the
process model is parallel. Meanwhile, if the timestamp does not overlap, then the relation
of the process model is sequential. To determine the parallel gateway, we calculate the
number of activities directly and indirectly followed by other activities which have the
overlapped time in the event log. This method can easily distinguish the parallel gateway
AND and OR relation in the business process. In this research, the proposed method
will define several definitions and conditions to discover parallel gateway AND and OR
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relations. Other than that, considering the time interval from event log is very helpful
because it needs less traces than only considering the sequential of activity using reciprocal
relation.

In addition, the Alpha, Alpha+, and Alpha++ algorithms discover the flow between
activities using single timestamp principle. However, the single timestamp principle is
less efficient compared to double timestamp principle using activity lifespan. The double
timestamp principle needs less data in the event log compared to single timestamp prin-
ciple. Hence, it can be stated that the double timestamp principle can reduce the need
of complete event log. So, in this research we use double timestamp event log. After we
discover the process model, it is important to evaluate the fitness value of the discovered
process model. The fitness value measures how many traces in the event log that are
represented in the discovered process model. If the fitness value is high, then a process
model fits the reality well.

This paper is separated into following sections. In Section 2, we present the literature
reviews related to this research. The literature reviews will explain the differences be-
tween all parallel gateway relations, single timestamp and double timestamp principle.
The proposed algorithm and the calculation of fitness value, including steps by steps in
converting single timestamp into double timestamp will be explained in Section 3. The
experimental results present the discovered process model, fitness value and the number
of traces from the proposed method and the existing Alpha Miner algorithm in Section
4. Lastly, conclusions are presented to end this paper in Section 5.

2. Literature Reviews. In this section, we explain the differences between parallel
AND, OR and XOR relation and also single timestamp and double timestamp principle
which will be the basis of the proposed method. The existing Alpha Miner algorithm
can only distinguish parallel AND and XOR; however, in the process mining, there are
actually three types of parallel relations which are AND, OR and XOR.

2.1. Parallel business process. Each activity has relations with other activities in the
business process model. The relation of activities consists of the parallel and sequential
relations. There are three types of parallel gateway relations, i.e., XOR, AND and OR.
If we only select exactly one activity to be executed from the process model, then the
parallel relation is XOR. OR relation happens when we select one or multiple activities
to be executed in the process model. Meanwhile, AND relation is defined if the process
model permits some activities to be executed respectively [2].

Because OR relation has high flexibility in the executions of activities, a lot of process
discovery algorithms have difficulties in interpreting this relation. OR relation will be
equated with XOR relation or AND relation, even though both XOR relation and AND
relation do not approach the function of OR relation.

2.2. Single timestamp event log and double timestamp event log. Initially, the
first form of the event log can be categorized as single timestamp event log. The main
characteristic of this event log is only one recorded timestamp for each activity. Mostly
timestamp records the time when the activity was finished. The single timestamp event
log is used in pioneer process mining technique, like Alpha Miner algorithm [10] and
Heuristics Miner algorithm [11].

Nowadays, not all activities in the business process executed sequentially. Several
activities are executed in parallel. An activity which is executed in parallel is able to
minimize the execution time of a process compared with activity which is executed in
sequential. However, using single timestamp event log makes the parallel activity difficult
to detect. It is because the single timestamp event log only records the end time of the
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activity, whereas the detection of the parallel activity needs the start time and end time.
It is the reason of double timestamp event log occurring [14]. Several algorithms use the
double timestamp event log in their process discovery, such as Heuristics Miner with Time
Interval algorithm [14] and Modified Time-based Heuristics Miner [2].

In this paper, we use double timestamp event log to discover business process model.
Besides being able to find the process model, the double timestamp event log is very useful
to distinguish parallel gateway AND and OR from the discovered process model. Because
it utilizes activity lifespan which can show parallelism in the event log. The activity
lifespan is its duration from start to finish. Activity lifespan is usually presented in Gantt
chart form as shown in Figure 1. From Figure 1, it shows that Maxime and Atika are in
parallel relation, so are Jon and Adit. Meanwhile, single timestamp principle regards the
relation between activities as sequential relation unless it is reciprocal relation (AB, BA).
The reciprocal relation is taken as parallel relation. Using double timestamp is more
efficient than single timestamp because double timestamp can discover more relations
of business process model. Therefore, it needs less number of traces in the event log.
Single timestamp and double timestamp principles use the different minimum numbers of
traces in the event log to discover process model. The Alpha algorithm which uses single
timestamp principle needs n+1 traces as minimum traces, whereas the minimum traces of
double timestamp are formulated as (n/2) + 1 with n as the number of parallel activities
[15]. The summary of differences between single timestamp and double timestamp is
shown in Table 1.

Table 2 shows an example of double timestamp event log of business process model in
the organization. From the event log, we get the benefits using double timestamp event
log rather than that of single timestamp event log. Double timestamp event log is used to
discover the parallel relation of business process based on time interval. Single timestamp

Figure 1. Example of Gantt chart

Table 1. The differences between single timestamp and double timestamp

Single timestamp Double timestamp
Single timestamp event log only

records the end time of the activity
Double timestamp event log records the
start time and end time of the activity

A single timestamp requires twice in terms of the number of traces
than a double timestamp in the case of a parallel-containing model

Single timestamp requires reciprocal
relation in discovering parallel relation

Double timestamp using activity lifespan
to discover parallel relations
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Table 2. An example of the double timestamp event log in the organization

Trace Task Start time End time

1

A 2015-01-28 10:24:50 2015-01-28 10:24:57
B 2015-01-28 10:25:00 2015-01-28 10:25:23
D 2015-01-28 10:25:05 2015-01-28 10:25:18
E 2015-01-28 10:25:27 2015-01-28 10:25:37
C 2015-01-28 10:25:43 2015-01-28 10:26:21

2

A 2015-01-28 10:25:46 2015-01-28 10:26:21
D 2015-01-28 10:26:33 2015-01-28 10:27:59
B 2015-01-28 10:27:08 2015-01-28 10:28:27
E 2015-01-28 10:28:17 2015-01-28 10:28:45
C 2015-01-28 10:28:51 2015-01-28 10:29:20

Figure 2. Gantt chart from Trace 1 of event log in Table 2

Figure 3. Trace 1 and Trace 2 of event log in Table 2

event log uses reciprocal relation to determine the parallel relation. From event log in
Table 2, there are two traces in total.

We use Trace 1 and Trace 2 as examples to show the comparison between double
timestamp and single timestamp event log. Gantt chart is used to present Trace 1 as
shown in Figure 2. Activity B and activity D have overlap time, so we directly analyze
them as parallel relation in business process model. Meanwhile, if we use single timestamp
event log, then we need Trace 1 and Trace 2 to determine activity B and activity D as
parallel relation, as shown in Figure 3. From Figure 3, we can see that activity B and
activity D are in reciprocal relation so that the Alpha algorithm determines them as
parallel relation. We can conclude that double timestamp event log needs less traces than
that of single timestamp event log in discovering process model. Based on the event log
in Table 3, double timestamp event log can discover parallel relation with only one trace,
which is Trace 1, while single timestamp event log can determine parallel relation if there
are minimum two complete traces, which are Trace 1 and Trace 2 as shown in Figure 3.
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Table 3. Traces used in single timestamp and double timestamp based on
Table 2

Single timestamp Double timestamp
ABDEC ABDEC
ADBEC

We obtain all traces used in single timestamp and double timestamp event log in Table
3. It clearly shows that double timestamp need less traces rather than single timestamp
using the same event log in Table 2. Double timestamp event log can discover process
model using 1 trace, i.e., ABDEC. Meanwhile, single timestamp event log can only discover
process model using 2 traces, i.e., ABDEC and ADBEC. In addition, single timestamp
event log needs traces which contain BD and DB to decide the parallel relation of business
process.

3. Proposed Method. In this section, our modification algorithm, Modified Time-based
Alpha Miner algorithm involves activities in the event log expressed as time interval
to reduce the number of traces. The algorithm is able to distinguish parallel gateway
OR from AND relation pattern. Time interval utilizes a double timestamp event log to
discover sequential and parallel relations of activities in the event log [2,16]. This section
also provides the formula to calculate the fitness value of the discovered process model as
one of the evaluation criteria.

3.1. Converting single timestamp using sojourn time into double timestamp
event log. The event log can be divided into two types based on the recorded timestamp.
The types are single timestamp event log and double timestamp event log. In the orga-
nization which runs business process, the event log is available either single timestamp or
double timestamp [17]. If the organization provides the start time and end time for all
the executed activities, then this algorithm can be directly used to discover the process
model. However, there is organization which provides only the end time for all the exe-
cuted activities, and then the first thing we need to do is converting the single timestamp
into double timestamp event log. There are two ways to converting the single timestamp
into double timestamp. First way, we can use estimated execution duration from the
expert of the organization. We can get the start time of each activity by substracting
the end time with the estimated execution time. And the other way, sojourn time can
be used to convert single timestamp into double timestamp. Sojourn time is the total
time, including execution duration and waiting time of activities needed to complete the
process. The steps to convert the single timestamp into double timestamp using sojourn
time are:

1) Get the sojourn time for all activities in the event log

SojournTimeactivityB = EndTimeactivityB − EndTimeactivityA (1)

2) Choose the upper bound and lower bound for each activity from sojourn time
3) Calculate the median value between upper bound and lower bound for each activity
4) Do the normalization for each activity

Normalization =
MedianValue

AverageofSojournTime
(2)

5) Calculate the standard deviation for each activity

Stdev =
0.05

Normalization
(3)
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6) Get the execution duration for each activity using normal random numbers

Norm.inv = Rand(); normalization; stdev (4)

7) To obtain the start time for each activity, we substract the end time with execution
duration and to obtain the waiting time activity, we substact the end time with start
time of activity

StartTimeactivityB = EndTimeactivityB − ExecutionDurationactivityB (5)

For example, we have the single timestamp event log in Table 4. Using steps 1 until 5,
we can get the start time of each activity. If there are start time and end time of each
activity, then we can apply the proposed method to discovering the process model. In
Table 4, we explain how to get the sojourn time, average of sojourn time, upper bound,
lower bound, median, normalization, standard deviation, and execution duration using
Equations (1), (2), (3) and (4) for activity A and activity B in Table 4.

Table 4. Steps for converting single timestamp into double timestamp
event log

Case
ID Activity Timestamp Sojourn

time

Avg
sojourn
time

Upper
bound

Lower
bound Median Normalization Stdev Execution

duration

ID01

A
2014-06-20
13:42:02 05:10 06:36 09:59 05:05 07:32 03:22 01:22 04:39

A
2014-06-20
23:41:25 09:59 04:18

B
2014-06-21
08:16:31 08:34 10:16 15:35 06:41 11:08 01:59 01:18 01:54

ID02
A

2014-06-21
16:57:19 06:11 03:09

B
2014-06-22
10:51:47 15:35 01:16

ID03
A

2014-06-23
04:48:10 05:05 03:10

B
2014-06-23
23:26:19 06:41 03:54

After we get the execution duration of activity A and activity B, then we use Equation
(5) to get the start time of activity A and activity B as shown in Table 5. Based on
Table 5, the end time of activity A in Case ID01 is 13:42:02 and the execution duration of
activity A based on Table 4 is 4 hours 39 minutes, so we substract them to get the start
time of activity A which is 09:03:02. The same steps apply to activity B in the event log.

Table 5. The results in double timestamp event log

Case ID Activity Start time End time

ID01

A 2014-06-20 09:03:02 2014-06-20 13:42:02
A 2014-06-20 19:23:25 2014-06-20 23:41:25
B 2014-06-21 06:22:31 2014-06-21 08:16:31

ID02
A 2014-06-21 13:48:19 2014-06-21 16:57:19
B 2014-06-22 09:34:47 2014-06-22 10:51:47

ID03
A 2014-06-23 01:38:10 2014-06-23 04:48:10
B 2014-06-23 19:31:19 2014-06-23 23:26:19
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3.2. Temporal causal relation. Six types of temporal causal relations between activi-
ties are defined as extended version of standard relations in the event log [13]. We present
a concept of double timestamp principle in order to discover the relations of business
process model based on time interval. Based on the definition, we also show the process
model to represent each definition. For sequential relation, we classify them as before and
meets. Meanwhile, for parallel relation, we classify them as overlaps, contains, equals, has
the same end time, and has the same start time.

Definition 3.1. Given event log (L) and trace (σ) such that σ ∈ L. The causal relation
between two activities X(Xs, Xf ) and Y (Ys, Yf ), according to which X, Y ∈ L can be
differentiated as explained in Table 6 which are before, meets, overlaps, contains, equals,
has the same end time, and has the same start time.

Table 6. Temporal causal relation

Before, X > Y iff Xf ≤ Ys

Meets, X > Y iff Xf ≤ Ys

Ovelaps, XOY iff Xf > Ys ∧Xf < Yf

Contains, X@Y iff Xs < Ys ∧ Yf > Xs ∧Xf > Yf

Equals, X ≈ Y iff Xs = Ys ∧Xf = Yf

HastheSameEndTime, XfY iff
Xf = Yf ∧Xs < Ys ∧ Ys < Xf

HastheSameStartTime, XρY iff Xs = Ys∧Xf = Yf

From the temporal causal relation in Table 6, we can model the activity X and activity
Y based on their time interval. Table 7 shows the process model formed for each temporal
causal relation. It shows that before and meets are sequential relation and the others are
parallel relations.

3.3. Control flow. To make the discovered process model able to clearly show the control
flow between activities and their temporal causal relations (i.e., parallel and sequential



MODELING PARALLEL BUSINESS PROCESS 1573

Table 7. Process model for each temporal causal relation

Temporal Causal Relation:
before, meets

Business process model:

Temporal Causal Relation:
has the same end time

Business process model:

Temporal Causal Relation:
overlaps, contains, equals

Business process model:

Temporal Causal Relation:
has the same start time

Business process model:

relation), we need to give a formal definition of control flow as well. A process variant
contains control flows similar to those of a process model (i.e., sequence and parallel) [13].

Definition 3.2. Given event log (L) and trace (σ) such that σ ∈ L. The causal relation
between two activities X(Xs, Xf ) and Y (Ys, Yf ), according to which X, Y ∈ L can be
differentiated as follows:

• Sequence, X → Y iff X > Y ∧ Y OX
• NotRelated, iff XOY ∧ Y OX
• Parallel, X||Y iff X > Y ∧ Y > X ∨ {XOY ∨X@Y ∨XfY ∨X ≈ Y ∨XρY }
• XORrelation, X ⊗ Y iff X||Y if there exists only X or Y in any traces in the event

log (L)
• ANDrelation, X • Y iff X||Y and there does not exist X ⊗ Y in any traces in the

event log (L)
• ORrelation, X ⊕ Y iff X||Y and there exists X ⊗ Y in any traces in the event log

(L)

3.4. Integrated discovery approach. In this section, we describe the steps taken by
our proposed algorithm using temporal causal relation and control flow as defined in the
previous section. The main steps are, first, listing of all input and output activities for
each trace; then, classifying all sequential and parallel relations, and finally, we display
the complete set of relations of activities in the event log. There are 13 steps used in our
proposed algorithm, Modified Time-based Alpha Miner to discover the business process
model.

Step 1. Classify the sequence relation (>) from every case in the event log
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Step 2. Classify the parallel relation (||) from every case in the event log
Step 3. Remove duplicate sequence and parallel relations from all cases in the event

log to get the number of traces
Step 4. Obtain all traces with sequence and parallel relations in the event log
Step 5. Create set of transition (TL) in workflow net

TL = {t ∈ T |∃σ∈Lt ∈ σ}

Step 6. Create set of input transition from the source place

TI = {t ∈ T |∃σ∈Lt = first(σ)}

Step 7. Create set of output transition from the sink place

To = {t ∈ T |∃σ∈Lt = last(σ)}

Step 8. Create the gantt chart for all traces based on temporal causal relation and
control flow to clearly show the relation among all activities in the traces

Step 9. Create the places

PL =
{
p(A,B)|(A,B) ∈ YL

}
∪ {IL, OL}

Step 10. Create a process model based on the sequence and parallel relations
Step 11. Classify the type of parallel relation, i.e., AND or OR

X • Y, X ⊕ Y iff X||Y and there exists Z ∈ L
where X > Z ∨ Y > Z ∨XOZ ∨ Y OZ in any s ∈ L

AND relation

foreach L in •,which (X, Y ) ∧ (Z, A) ∈ L
iff X = [Y, (Z ∧ A)] ∧ [Y, (A ∧ Z)] ∧ [(Z ∧ A), Y ] ∧ [(A ∧ Z), Y ] ∈>L

then [A, (B, (C ∧D))]

OR relation

foreach L in ⊕,which (X,Y ) ∧ (Z, A) ∈ L
iff X = (Z ∨ A) ∧ [(Z ∨ A), Y ] ∨ [Y, (Z ∨ A)] ∈>L then [X, (Y, (Z ∨ A))]

Step 12. Add the input, output and sequence relations into the process model

foreach R in >L, which (X,Y ) ∈ L
iff (X,Y ) /∈ G
iff (•Y ) not exist
G← G ∪ (X, Y )

elseiff X • Z, which (Z, Y ) ∈ G
G← G ∪ [(X, Z) •B]

elseiff X ⊕ Y, which (Z, Y ) ∈ G
G← G ∪ [(X, Z)⊕B]

else G← G ∪ [(X,Z)⊕B]

Step 13. A process model in Petri nets form is complete

α(L) = (PL, TL, FL)
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3.5. Determining the parallel gateway in the business process model. As stated
before, from the discovered business process model, we can determine the parallel relations
which consist of AND, OR and XOR. The calculation of parallel relations requires the
frequency of parallel activity in the event log. We can get the frequencies by adding all the
parallel relations which have the same parent activity directly and indirectly followed by
other activities in the business process model. The threshold intervals used to determine
the parallel gateway AND, OR and XOR of business process model are:

• XOR relation

If Avg PM ≤ Minimum All Sequence Relation in the event log (L), then XOR (6)

• OR relation

If Minimum All Sequence Relation ≤ Avg PM ≤ Avg All Sequence Relation
in the event log (L), then OR

(7)

• AND relation

If Avg All Sequence Relation ≤ Avg PM in the event log (L), then AND (8)

where:
Avg: average
Avg PM: the average of parallel which has the same parent activity; frequency of
one activity directly and indirectly followed by other activity

Based on Equation (6), parallel gateway XOR happens when average of parallel from
process models is less than the minimum of all sequence relations. We also can determine
the parallel gateway OR if the average of parallel from process model is in the middle
between minimum of all sequence relations and average of all sequence relations using
Equation (7). Meanwhile, a parallel relation is classified as AND when average of parallel
from process model is greater than the average of all sequence relations from Equation
(8).

3.6. Calculating fitness function of the business process model. In this paper,
fitness function is calculated because it contains the evaluation criteria of quality of busi-
ness process model. There are two terms of fitness function which should be known. The
fitness will be high if all activities correctly describe in the event log. Otherwise, the
fitness will be low if many activities do not correctly describe in the event log.

In this research, the number of traces which are correctly parsed from event log is
related with fitness function. This term cannot be applied in noisy situation because
process model cannot correctly parse all traces in the event log. The fitness of a process
model can be 100% or 1 in a noise-free situation, this is because all traces in the event
log from a process model can be parsed. The value of fitness ranges from 0 to 1. Fitness
1 means all traces in the event log from a process model can be parsed, while fitness 0
means no trace in the event log from process model can be parsed by discovered business
process model. Existing Alpha Miner algorithm usually has high fitness because it models
all relations in the event log into discovered process model. We can calculate the fitness
function using Equation (9).

Qf =
casesCaptured

casesLog
(9)

where:
Qf : fitness value
casesCaptured: the number of cases in the event log parsed in the process model
casesLog: the number of cases in the event log
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4. Results and Analysis. In this section, we present the experiments which show that
the proposed method can distinguish the parallel relations of business process model
formed by AND and OR. We evaluate two kinds of real-life event log in this experiment.
Event log which is generated from an organization is single timestamp. So, the first thing
we need to do is converting them into double timestamp using sojourn time based on
Section 3.1. The result is shown in Table 8. Table 8 is a double timestamp event log
which is used in the first experiment.

4.1. Experimental results. Double timestamp event log in Table 8 contains 100 cases,
6 activities which are activities A, B, C, D, E, F, start time and end time which are called
EL I. Based on Steps 1 and 2 in Section 3.4, we get the relation A→B, B||C, B→D, D||E,
C→E, E→F, and D→F from Case ID001, A→B, B||C, B→D, D||E, C→E, E→F, and
D→F from Case ID002, A→B, B||C, B→D, D||E, C→E, E→F, and D→F from Case
ID003, A→B, B||C, B→D, D||E, C→E, E→F, and D→F from Case ID004, and so on up
to Case ID100. After we get all sequence and parallel relations in all cases, we need to
obtain the traces by removing the duplicate sequence and parallel relations. From event
log in Table 8, we have two traces in total after we do Steps 3 and 4 in Section 3.4. Trace
1 has 80 cases and Trace 2 has 20 cases. All traces with all sequence and parallel relations
shown in Table 9. We get that A→B, B→D, C→E, A→C, C→D, E→F, D→F are in
sequence relations and B||C, D||E are in parallel relations.

Table 8. Part of double timestamp event log EL I used in this experiment

Case ID Activity Start time End time Execution duration

ID001

A 2015-01-28 10:05 2015-01-28 10:07 0:02
B 2015-01-28 10:10 2015-01-28 10:22 0:12
C 2015-01-28 10:15 2015-01-28 10:39 0:24
D 2015-01-28 10:27 2015-01-28 11:02 0:34
E 2015-01-28 10:41 2015-01-28 10:53 0:12
F 2015-01-28 11:07 2015-01-28 11:28 0:21

ID002

A 2015-01-28 11:33 2015-01-28 11:36 0:03
B 2015-01-28 11:40 2015-01-28 11:54 0:14
C 2015-01-28 11:44 2015-01-28 12:14 0:29
D 2015-01-28 11:59 2015-01-28 12:28 0:29
E 2015-01-28 12:22 2015-01-28 12:34 0:12
F 2015-01-28 12:44 2015-01-28 12:56 0:11

ID003

A 2015-01-28 13:01 2015-01-28 13:10 0:09
B 2015-01-28 13:15 2015-01-28 13:28 0:12
C 2015-01-28 13:21 2015-01-28 13:36 0:15
D 2015-01-28 13:30 2015-01-28 13:43 0:13
E 2015-01-28 13:38 2015-01-28 13:53 0:14
F 2015-01-28 13:59 2015-01-28 14:12 0:13

. . . . . . . . . . . . . . .
ID100

Table 9. All traces of event log EL I in Table 8

Trace 1 A→B, B||C, B→D, D||E, C→E, E→F, D→F
Trace 2 A→C, C→D, D||E, E→F, D→F
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Figure 4. All traces of event log EL I in Table 8 presented in Gantt chart

Figure 5. A process model of EL I discovered by the proposed algorithm

After we get all the traces from the event log, Gantt chart for all traces is presented.
Gantt charts for Trace 1 and Trace 2 as shown in Figure 4 give information that activity
A is an input and activity F is an output in the event log. Furthermore, from Trace 1, we
know that activity B and activity C should be in parallel relation, as should activities D
and E. Trace 2 also explains that activities D and E are in parallel relation. Therefore,
we get all the information regarding modeling parallel business process based on Figure
4.

Next step, we create places for each activity as connectors between activities. In this
experiment, we create p0 (start), p1, p2, p3, p4, p5, p6, p7, p8 (end). After we have input,
output, transition, place, and relations for all activities in the event log, we discover the
process model by combining all of them. The discovered process model shows all traces in
the event log with respective execution durations as shown in Figure 5. At a glance based
on Figure 5, we can easily determine that activities B and C are in parallel relation, so are
the activities D and E. Activity A as input is followed by activities B and C, meanwhile
activity B is directly followed by activity D and activity C is directly followed by activity
D and activity E. Lastly, activities D and E lead to activity F.

After we discover the process model, the next step that we have to do is to classify the
parallel relations of process model into XOR, AND or OR using Equations (6)-(8). We
need to calculate the frequency of sequence and parallel relations in all cases. The total
numbers of each relation of activity in all cases are presented in Table 10. There are 80
cases and 100 cases respectively in the event log which clearly show B||C and D||E.

To determine the parallel relation, we calculate the minimum value of all sequence
relations and average of all sequence relations from all relations of activities in Table 10.
The results are 20 and 68.57 for minimum of all sequence relations and average of all
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Table 10. Total number of each relation of activity in all cases of EL I

Relation of
activity

Number of the
relations in all cases

Relation of
activity

Number of the
relations in all cases

A→B 80 D||E 100
B||C 80 C→E 80
A→C 20 E→F 100
B→D 80 D→F 100
C→D 20

Table 11. The data used to determine the parallel gateway of EL I

Parallel
Activities

Minimum of all
sequence relations

Avg of
parallel

Avg of all
sequence relations

Parallel
Gateway

B||C
20

60
68.571

OR
D||E 80 AND

Table 12. Final relations of discovered process model of EL I

Input Split/Join Output Input Split/Join Output
{Start} Sequence A B, C OR Join D, E

A OR Split B, C C AND Split D, E
B Sequence D D, E AND Join F
C Sequence D F Sequence {End}
C Sequence E

sequence relations respectively. Meanwhile, the average of parallel from activity B and
activity C is 60 and the average of parallel from activity D and activity E is 80. We get
all the data to determine the parallel gateway of the discovered process model in Table
11.

Based on Table 11, we know that the activity B and activity C are in parallel OR
relation in business process model because the average of parallel is less than the average
of all sequence relations; meanwhile, the activity D and activity E are in parallel AND
relation because the average of parallel is higher than the average of all sequence relations.
All the relations of the discovered process model are explained in Table 12 and the process
model is shown in Figure 6. Apart from the activities B, C, D and E, all the relations of
remaining activities are sequence.

We do another experiment using different event log containing 100 cases and 5 traces,
which is called event log EL II. The sequence and parallel relations in the event log EL
II are A→B, B||C, C→D, D||E, B→D, C→E, D→F, E→F from Trace 1, A→C, C||B,
B→D, D||E, C→D, B→E, D→F, E→F from Trace 2, A→B, B||C, C→E, E||D, B→E,
C→D, E→F, D→F from Trace 3, A→C, C→D, D||E, C→E, D→F, E→F from Trace 4,
and A→C, C||B, B→D, E||D, B→E, C→D, E→F, D→F from Trace 5. Using the same
steps to discover process model and to determine the parallel gateway of business process
model with the first experiment, Figure 7 shows that Modified Time-based Alpha Miner
can discover process model with parallel relations OR and AND from event log EL II.

4.2. Evaluation of the proposed algorithm. To evaluate our proposed algorithm, we
use two kinds of evaluation, first is the comparison of discovered process model between
Modified Time-based Alpha Miner and the existing Alpha Miner algorithm. Second, we
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Figure 6. The discovered process model of EL I in Petri Net

Figure 7. Process model of EL II discovered using the proposed algorithm
in Petri Net

calculate the fitness function of discovered process model using Equation (9) in Section
3.6 and the total number of traces used in the event log to discover the process model
correctly.

Figure 8 presents the process model in the Petri Net form using ProM tool for the same
cases of event log EL I as shown in Table 8. Alpha Miner algorithm uses single timestamp
principle. Based on Figure 8, we can see that activities B and C are in parallel relation;
meanwhile, activity B is not directly followed by activity D. The reason is that Alpha
Miner algorithm is able to discover process model based on sequential relation. From the
event log shown in Table 8, there is no sequential relation between activities B and D
because activity B is directly followed by activity C in all cases, so Alpha algorithm only
discovers relation between activity B and activity C.

For the parallel gateway, all parallel relations in the discovered process model which are
B||C and D||E in Figure 8 are AND, because Alpha algorithm only has parallel gateway
AND and XOR relations. The same thing also applies to traces. Using Alpha algorithm,
the total traces which are used to discover process model of EL I are three; meanwhile,
using Modified Time-based Alpha Miner, we only need two traces as shown in Table 13.
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So, our proposed algorithm which considers the time interval can discover process model
better than Alpha Miner algorithm which uses reciprocal relations to discover business
process model.

And the last thing to do to evaluate our proposed algorithm is calculation of fitness
value using Equation (9). The fitness values of the event log EL I in Table 8 mined by
our proposed algorithm and Alpha Miner are 1 and 0.954 as shown in Table 13. Modified
Time-based Alpha Miner can discover process model which fits the reality better than
that of Alpha Miner algorithm. The result of fitness value shows that there is an increase
of the number of all properly completed log traces and all parsed activities in the event
log.

Figure 8. Discovered process model of EL I using Alpha Miner algorithm

Table 13. The final results of event log EL I

Algorithm
Parallel
gateway

Fitness
value

The number of
traces in the EL I

Number of traces
used in discovery

Modified
Time-based
Alpha Miner

B||C: OR
D||E: AND

1.000
3

2

Alpha
B||C: AND
D||E: AND

0.954 3

Figure 9. The discovered process model of EL II using Alpha algorithm

Table 14. The final results of event log EL II

Algorithm
Parallel
gateway

Fitness
value

The number of
traces in the EL II

Number of traces
used in discovery

Modified
Time-based
Alpha Miner

B||C, C||B: OR
D||E, E||D: AND

1.000
5

3

Alpha
B||C, C||B: AND
D||E, E||D: AND

0.977 5
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The same thing also applies to event log EL II. We evaluate EL II using ProM tool to
discover process model and the result is the same as process model discovered by Modified
Time-based Alpha Miner algorithm as presented in Figure 9. This is due to in the event log
EL II, there is sequential relation between activities B and D, so the Alpha algorithm can
discover process model as same as our proposed algorithm, but the gateways for parallel
relations are all AND. We explain other comparisons between our proposed algorithm and
Alpha Miner algorithm in Table 14 which are the parallel gateway, the fitness value, and
the number of traces for each algorithm.

5. Conclusions. In this research paper, we introduced Modified Time-based Alpha Miner
algorithm which is a modification of the Alpha Miner algorithm. The proposed algorithm
uses activities and their time intervals represented in double timestamp event log to dis-
cover sequential and parallel relations of business process model, where the existing Alpha
Miner algorithm only considers the sequential and reciprocal relation to discover the busi-
ness process model. The experimental results have shown that our Modified Time-based
Alpha Miner algorithm can discover business process models which contain parallel gate-
way AND and OR relations, which cannot be discovered by the existing Alpha Miner
algorithm. To mine the parallel business process, our proposed algorithm elaborates the
temporal causal relation and control flow. Therefore, to determine the parallel gateway
AND, OR or XOR, the frequencies of sequential and parallel relations are needed. Based
on our experiments, the Modified Time-based Alpha Miner algorithm can discover busi-
ness process models with less number of traces and also improves the fitness value of the
discovered business process models.
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